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Abstract 

In this study, an attempt has been made to demonstrate the usefulness of univariate time series 

analysis as both an analytical and forecasting tool for Nepali stock Market. The data set covers 

the daily closing value of NEPSE index for two and half years starting from the middle of 2012 to 

end 2015. The forecasting analysis indicates the usefulness of the developed model in explaining 

the variations, trend and fluctuations in the values of the price index of Nepali stock exchange. 

Explanation of the fit of the model is described using the Correlogram, Unit Root tests and ARCH 

tests, which finally confirm that the ARIMA and EGARCH are good in forecasting and predicting 

daily stock index of Nepal. Furthermore, it is inferred that the daily stock price index contains an 

autoregressive, seasonal and moving average components; hence, one can predict stock returns 

through the identified models. 
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I.  INTRODUCTION  

A stock index or stock market index is a measurement of the value of the selected stock 

market. It is computed from the prices of listed stocks. Typically a weighted average 

method is used to construct an index of particular stock exchange. An index is a 

mathematical construct, so it may not be constructed directly. But many mutual 

funds and specialized financial institutions attempt to track the stock index to develop 

specialized investment vehicles such as Index Funds (IFs) and Exchange Traded Funds 

(ETFs). However, those funds and investment vehicles may not be judged against the 

overall market.  

Stock index is considered as a tool to describe the performance of marked which is used 

by investors and financial managers for estimation and forecasting purpose. It is also used 

to compare the return on specific stock with that of market return. From macro 

perspective, stock index can be considered as a barometer of overall economy to gauge 

the performance of the economy as a whole (Levine and Zervos, 1998). Similarly, stock 

index also used to gauge the ease of doing business situation of a given nation and as a 

proxy it reflects investors’ sentiment on the state of the economy concerned. 

Time series techniques have become the most widely used method for short and medium-

term forecasts in practice (Box and Jenkin, 1976). In stock markets, Autoregressive 

Integrated Moving Average (ARIMA) and Generalized Autoregressive Conditional 

Heteroskedasticity (GARCH) family models have been used for modelling and 

forecasting of daily index value and stock price with good results. Ayodele, et. al. (2014) 

presented extensive process of building stock price predictive model using the ARIMA 

model. They have used the data obtained from New York Stock Exchange (NYSE) and 

Nigeria Stock Exchange (NSE) to develop predictive model. Results revealed that the 

ARIMA model has a strong potential for short-term prediction of stock price.  

The experimental results obtained with best ARIMA model demonstrated that it is 

potential to predict stock prices satisfactory. This could guide investors in stock market to 

make profitable investment decisions. In the meantime, Yang and Steven (2015) applied 

the GARCH models using high frequency data of China Shanghai Stock Index (CSI 300). 

The empirical analysis yields a result that there was a one-way feedback of volatility 

transmission from the CSI 300 index futures to spot returns. This further suggests index 

futures market leads the spot market. These results reveal new evidence on the 

informational efficiency of the CSI 300 index futures market compared to earlier studies.  

Different studies, with different sample periods, different asset classes and different 

performance evaluation criteria, have found that the GARCH model provides the best 

forecasting performance in financial markets (Sharma, 2015). The results better explain 

the forecasting performance of seven GARCH-family models for 21 world stock indices 

including NIFTY of India, with specific attention to the choice of appropriate benchmark 

and loss criteria and the prevention of data-snooping bias. The GARCH forecasting 

model contributes in a number of ways since a heavily parameterized model is better able 

to capture the multiple dimensions of volatility (Yang and Steven, 2015). However, a 

better in-sample fit may not necessarily translate into a better out-of-sample forecasting 
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performance. On the out-of-sample forecasting ability, the simpler models often 

outperform the more complex models (GC, 2008). 

Whether this in a permanent  or temporary component of the time series requires a more 

exhaustive study involving long-term modelling of financial time series as exemplified 

by  Ray, Jarrett and Chen (1997) in a study of the Japanese stock market index. One very 

basic conclusion was that the use of intervention analysis is very useful in explaining the 

dynamics of the impact of serious interruptions in an economy and the changes in the 

time series of a price index in a precise and detailed manner. Similarly, Jeffrey and Eric 

(2011) modelled the stock market price index of China by using the methods of ARIMA-

Intervention analysis and produced a fit for one to analyse and draw conclusion 

concerning how the index behave over time. The results corroborate that daily prices of 

Chinese equity securities have an autoregressive component. 

Aslam and Ramzan (2013) studied the effects of the real effective exchange rate, CPI, per 

capita income and interest rate on the stock indices of Pakistan. Applying NLS and 

ARMA techniques revealed that while discount (interest) rates and inflation negatively 

affected Karachi stock price index, per capita income and real effective exchange rate 

affected positively. Discount rate impacted stock index the most. This study helps to 

understand how effectively a country can control its macroeconomic variables for better 

performance of the stock market (Alenka and Mejra, 2011).  

In Nepali context, GC (2008) used volatility models and analysed the volatility of daily 

return of selected stocks from the period 2003-2009 using GARCH (1, 1) model for the 

conditional Heteroskedasticity. The study found the distribution of the daily return series 

for the Nepali stock market to be leptokurtic, non-normal and exhibiting significant time 

dependencies. The conditional volatility of the NEPSE series was modelled using a 

random walk model, a non-linear GARCH(1,1) model and three asymmetric models: GJR 

model, EGARCH(1,1) and PARCH(1,1). The study found that the NEPSE Index returns 

series exhibits stylized characteristics supported by empirical evidence in different 

studies, such as volatility clustering, time-varying conditional Heteroskedasticity and 

leptokurtosis.  

Available literature shows that various authors have studied different aspects of the stock 

market of Nepal. They have employed different financial and statistical methods to 

analyze the performance of stock market as well as the price of companies listed in 

NEPSE (Pradhan, 1993). Most of the researchers have focused on the important of 

dynamic and vibrant stock market for higher economic growth of the country and also 

depict the positive relationship between the stock market and economic growth.  

However, very few studies have touched up-on the issues of scientific analysis and 

forecasting of stock index as well as price of the companies. Therefore, development and 

testing of scientific models and tools for forecasting and prediction of stock indices and 

price of the companies is essential. It has been observed that, of the various problems and 

challenges of Nepali stock market, inadequate information and lack of tested forecasting 

models are the majors.  
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In this backdrop, this paper aims to identify the suitable forecasting univariate model to 

test an autoregressive, moving average and seasonal components of NEPSE index. This 

would be helpful in forecasting the daily index value of Nepali stock market. It is 

believed that the present study will signify the development of tested and validated 

predictive models which would be assets for Nepali stock market and the stakeholders. 

Similarly, the findings from the study would serve as the reference while making 

investment and trading strategies especially for the investors. Moreover, an empirical 

paper would be added in the literature of financial economics in general and capital 

market of Nepal in particular. 

The reminder of this paper is organized as follows. Section two describes data and 

methodology. Section three shows the empirical results and the final section draws 

conclusions and the implication of the study finding.   

II.  DATA AND METHODOLOGY  

In order to achieve the set objectives of this study an analytical research design has been 

adopted. The research has been designed in such a way that the collection, analysis and 

interpretation of the secondary data related to the study may be easier and reliable while 

drawing conclusions.  

2.1  Data  

The study is concentrated on the secondary market of Nepal and has made an attempt to 

model the daily NEPSE index so as to capture the trends and patterns in the past and 

forecasting the future. For this, daily closing data of NEPSE index have been collected 

from first July 2012 to last December 2015. The source of data includes various yearly 

and monthly reports of Nepal Stock Exchange Ltd, commonly known as NEPSE. A brief 

description of NEPSE index is given below.  

NEPSE Index  

The NEPSE is a value weighted index of all shares listed at the Nepal Stock Exchange 

and calculated once a day at the closing price. The basic equation of NEPSE index is 

defined as:  

        
    

    
 × IB    .......... (1) 

Where, 

        =   NEPSE Index at current time (t) 

           = Market Capitalization (market value) of all listed stocks at current time (t) 

period  

          =  Market Capitalization (market value) of all listed stocks at base time (0) 

period  

IB          =  NEPSE Index at base period (100)  
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The standard NEPSE index is designed based on Weighted Market Capitalization (WMC) 

method, where stocks with the largest MC carries the greatest weight in the index, which 

is making the value of the index very vulnerable to the price movement of such dominant 

companies. 

2.2  Forecasting Techniques 

As the present study is based on the time series data, it is important to check whether a 

series is stationary or not before using it in a model. A series is said to be stationary if the 

mean and auto-covariance of the series do not depend on time. Any series that is not 

stationary is said to be non-stationary and has a problem of unit root. A unit root is a 

feature of processes that evolve through time that can cause problems in statistical 

inference involving time series models.  

Unit Root Test 

Many economic and financial time series exhibit trending behavior or found non-

stationary in the mean. Leading examples are stock prices, gold prices, exchange rates 

and the levels of macroeconomic aggregates like real GDP. An important econometric 

task is determining the most appropriate form of the trend in the data. For example, in 

Autoregressive Moving Average (ARMA) and Vector Autoregressive (VAR) modeling 

the data must be transformed to stationary form prior to analysis. The formal method to 

test the stationary of a series is the unit root test.  

Dickey and Fuller (1979) have explained the following form of basic unit root tests.  

Consider a simple autoregressive (AR) 1 process: 

            
      .......... (2) 

Where,    are optional exogenous regressor, which may consist of constant, or a constant 

and trend,   and   are parameters to be estimated, and    is assumed to be white noise.   

Series   is a non-stationary series if      , and the variance of   increases with time 

and approaches infinity. Series Y has a (trend) stationary process if     . Thus, the 

hypothesis of (trend) Stationarity can be evaluated by testing whether the absolute value 

of   is strictly less than one or not.  

The standard Dickey and Fuller (DF) test is carried out by subtracting      in both side of 

the equation 2.  

             
      .......... (3) 

Where,      .  

The null and alternative hypotheses may be written as, 
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The hypothesis can be evaluated using the conventional  -ratio for     

    
  

         
 .......... (4) 

Where,     = the estimated  , and          is the coefficient standard error of   . 

The simple Dickey-Fuller unit root test described above is valid only if the series is an 

AR (1) process. If the series is correlated at higher order lags, the assumption of white 

noise disturbances    is violated. In order to cope with this issue the Augmented Dickey-

Fuller (ADF) test has been constructed with a parametric correction for higher-order 

autocorrelation by assuming that the series   follows an AR ( ) process. Adding   lagged 

difference terms of the dependent variable   the ADF test follows the following process.  

             
    

 
       

 
         

 
          .......... (5) 

This augmented specification is then used to test the above mentioned hypothesis using 

the  -ratio of (4). An important result obtained by Fuller is that the asymptotic distribution 

of the t-ratio for   is independent of the number of lag differences included in the ADF 

regression. Moreover, while the assumption that   follows an autoregressive (AR) 

process may seem restrictive. Dickey (1984) demonstrated that the ADF test is 

asymptotically valid in the presence of a moving average (MA) component, provided that 

sufficient lag difference terms are included in the test regression. 

ARIMA Models  

The acronym ARIMA stands for Auto-Regressive Integrated Moving Average. Lags of 

the stationarized time series in the forecasting equation are called Autoregressive (AR) 

terms, lags of the forecast errors are called Moving Average (MA) terms, and a time 

series which needs to be differenced to be made stationary is said to be an integrated 

(trend differenced) version of a stationary series. Random-walk and random-trend 

models, autoregressive models, and exponential smoothing models are all special cases of 

ARIMA models.  

A basic non-seasonal ARIMA model is identified as an ARIMA (p, d, q) model.  

Where: 

 p is the number of autoregressive (AR) term 

 d is the number of non-seasonal differences (Trend Difference) needed for making 

the series stationary, and 

 q is the number of lagged forecast errors in the prediction equation (MA) term 

Autoregressive (AR) Process 

If the predictors consist only of lagged values of Y, it is a pure autoregressive (AR) 

model, which is just a special case of a regression model. For example, a first-order 

autoregressive {AR (1)} model for Y is a simple regression model in which the 
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independent variable is just Y lagged by one period. As the number of lagged period (p) 

increases the order of autoregressive process also becomes AR (p).  

 AR(1) model specification is  

                      .......... (6) 

 Where,     N (0, 
2
) (random error)  

 AR(p) Process is :  

                       .......... (7) 

Moving Average (MA) Process 

In a pure MA process, a variable is expressed solely in terms of the current and previous 

white noise disturbances.   

 MA (1) Process: 

             .......... (8)    

Where,     N (0, 
2
) (random error)  

If     < 1, then,    can be considered as the sum of Geometric Progression (GP) series. 

Thus, a MA (1) process can be expressed as an infinite order of AR with geometrically 

declining weights.  

 MA(q) Process:  

         
 
      

 
        

 
       .......... (9) 

GARCH Models  

The Generalized Autoregressive Conditional Heteroskedasticity (GARCH) process is an 

econometric model developed in 1982 by Robert Engle. There are several models under 

GARCH family. The GARCH process is often preferred by financial 

modeling professionals because it provides a more real-world context than other forms of 

ARIMA models when trying to predict the prices and rates of financial instruments. If 

an ARMA model is assumed for the error variance, the model becomes GARCH model 

(Bollerslev, 1986).  

The GARCH model is a weighted average of past squared residuals, but it has declining 

weights that never go completely to zero. It gives parsimonious models that are easy to 

estimate and, even in its simplest form, has proven surprisingly successful in predicting 

conditional variances. The most widely used GARCH model asserts that the best 

predictor of the variance in the next period is a weighted average of the long-run average 

http://www.investopedia.com/terms/g/garch.asp
http://www.investopedia.com/terms/f/financialmodeling.asp
http://www.investopedia.com/terms/f/financialmodeling.asp
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variance. The variance predicted for this period, and the new information in this period is 

captured by the most recent squared residual.  

GARCH (p, q) Model 

The GARCH (p, q) model estimates conditional variance as a function of weighted 

average of the past squared residuals till q lagged term, and lagged conditional variance 

till p terms. Consider a regression or auto-regression model:  

        
 
                         

 
          .......... (10) 

Where, ut ~ N (0, σ
2
) and σ

2
 is not constant but changes over time and dependent on the 

past history. 

                σ
2
      

Where,    is white noise and ~N (0, 1) and    is the systematic variance which changes 

over time, a scaling factor.  

The GARCH (1, 1) model can be written as  

     
 
  

 
     

           .......... (11) 

 

The GARCH (p, q) model can be written as    

      
 
          

    
 
 

 
   

 
       

  .......... (12) 

Now ht depends both on past values of the shocks/error, which are captured by the lagged 

squared residual terms, and on past values of itself, which is captured by lagged ht terms. 

The (12) is is called Variance Equation.  

Where;                 (non-negativity conditions) and            

III.  EMPIRICAL ANALYSIS  

In this chapter, an attempt has been made to estimate univariate models of ARIMA and 

GARCH family in order to identify the autoregressive, seasonal and cyclic components of 

NEPSE index with an aim of forecasting the index by its past behaviors. The results are 

discussed below.  

From the ADF tests it has been found the data series which is taken into consideration for 

this study was non-stationary at level. However, the series has become stationary at first 

difference. This has been proved as the null hypotheses that there is unit root in the data 

series was rejected at 5 % level of significance as indicated by probability (Mackinnon P-

value) of the variable. The results of the ADF tests have been presented in the following 

table.  
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Table 1: Augmented Dickey-Fuller (ADF) Tests  

 

Variable 

At Level  At First Difference  

t-statistics  p-value*  t-statistics  p-value*  

Nepse Index  -0.456 0.9843 -8.646 0.0000 

* Mackinnon (1996) one sided p-values.  

ARIMA Model 

Since the data series of NEPSE index was stationary at first difference as indicated by 

unit root test the AR (1) process has been identified. Similarly, the seasonality factor has 

also been identified from the Autocorrelation Function (ACF) of Correlogram of first 

differenced series NEPSE (-1). Since the daily data of NEPSE index are being used in 

this study the seasonal process SAR (5) has been identified and adjusted by generating 

new series i.e. D (NEPSE, 0, 5). In the meantime, cyclical or moving average (MA) 

process has also been identified. From the Partial Autocorrelation Function (PACF) of 

newly generated seasonality adjusted series D (NEPSE.0, 5) regressors (explanatory 

variables) AR (1), MA (1), SAR (5), SAR (10), SMA (7) and SMA (15) have been 

selected. The interpretation of selected regressors is as follows:  

 AR(1) : NEPSE index of period   affected by its value at     period 

 MA(1) : NEPSE index of period    affected by the random error of period   and 

       

 SAR (5) and SAR (10) : NEPSE index of period   affected by its value at     and 

     period as well (seasonality effect)  

 SMA (7) and SMA (15) : NEPSE index of period   affected by the random error of 

period     and      as well (seasonality effect)  

Once the predictors are identified, an ARIMA model has been estimated for seasonality 

adjusted series of NEPSE. In the model, all the coefficients of predictors are less than one 

hence the Stationarity and invertibility conditions are satisfied. Similarly, all the 

coefficients are statistically significant at 5 % level of significance as indicated by the 

corresponding probability values. It has been found the model is better estimated in terms 

of standard error of regression, adjusted R
2
, AIC and SIC criteria. 

The Correlogram of seasonality adjusted NEPSE index (Table-2) and the result of model 

estimation (Table-3) are presented below.  
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Table 2: Correlogram of Seasonality Adjusted NEPSE Index 

 

 

Table 3: Results of ARIMA Model Estimation  

 

 

Likewise, Correlogram (Q-stat) of residuals has shown that the series has become 

completely random/white noise, which is presented in the following table-4. Thus the 

model has been selected for forecasting the daily NEPSE Index.  
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Table 4: The Correlogram (Q-stat) of Residuals  

 

 

Now it has been proved that all the trend differencing, cyclical (moving average) and 

seasonal factors have been captured by the selected ARIMA model and the series has 

become random. Therefore, we can use the model to forecast daily NEPSE index. 

Accordingly, a within the sample (static) forecasting has been performed.  The result of 

forecast shows that the Root Mean Squared Error (RMSE) and Mean Absolute   

The static forecasting of the NEPSE index by ARIMA model 
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GARCH Model  

Standard GARCH models assume that positive and negative error terms have a 

symmetric effect on the volatility. In other words, good and bad news have the same 

effect on the volatility in this model. In practice this assumption is frequently violated, in 

particular by stock returns, in that the volatility increases more after bad news than after 

good news which is called Leverage Effect (Black, 1976). From an empirical point of 

view the volatility reacts asymmetrically to the sign of the shocks and therefore a number 

of parameterized extensions of the standard GARCH model have been suggested.  

The most important and widely used one is the Exponential GARCH (EGARCH) model 

developed by Nelson (1991). While estimating EGARCH models no restrictions of non-

negativity need to be imposed since the volatility of the EGARCH model is measured by 

the conditional variance as an explicit multiplicative function of lagged innovations. In 

this study, the EGARCH model has been used to measure the volatility of daily NEPSE 

index with an aim of estimating best model for forecasting future index values.    

Since the residual squared have not become random after estimation of ARIMA model, it 

is desirable to perform the ARCH test before processing for EGARCH model estimation. 

From the result of ARCH test it has been found the ARCH effect is present in the data 

series of NEPSE index. This is confirmed by the probability values of F-statistics and 

Chi-Square statistics which reject the null hypothesis of no ARCH effect at 5 per cent 

level of significance. The result is presented in the following table.  

Table 5: Heteroskedasticity (ARCH) test of the residuals squared  

Statistics Probability 

F Statistic 6.8274 Prob. F(10,380) 0.0000 

Observed R-squared  59.5509 Prob. Chi-Square (10)  0.0000 

 

Once the ARCH effect is confirmed, EGARCH (1, 1) model has been estimated by 

maximum likelihood method. The first estimate of the model shows that the predictor 

MA (1) is not significant at 5 per cent level of significance. This is indicated by the 

probability value of corresponding coefficient.  

As the predictor MA (1) is found to be insignificant the model may not able to yield 

better forecast. Thus, it is desirable to estimate another model without the predictor MA 

(1) which may produce the better results. Accordingly, the second model has been 

estimated which shows all the predictors are significant at 5 per cent level of significance. 

This means the model has been able to incorporate all the positive and negative shocks 

which create the volatility in the NEPSE index. Similarly, the model seems to be better as 

indicated by the adjusted R square as well as, AIC and SIC. The result is presented below.   

Table-6: Results of EGARCH Model Estimation 
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Now before selecting the model for forecasting it is required to confirm whether the 

residuals have become random. For this ARCH-LM test of residuals needs to be 

performed. The result of ARCH-LM test shows that the residuals of series have become 

completely random/white noise which was confirmed as the null hypothesis of no serial 

correlation has been accepted. Thus the model has been selected for forecasting the daily 

NEPSE Index. The results are given in the following table. 
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Table-7: Serial Correlation (ARCH-LM) test 

Statistics Probability 

F Statistic 0.7319 Prob. F(10,380) 0.6943 

Observed R-squared  7.3912 Prob. Chi-Square (10)  0.6881 

 

The result of ARCH-LM test confirmed that the selected EGARCH model has been able 

to capture all sources of volatility (positive and negative shocks) that cause fluctuations in 

the NEPSE index. Therefore, the model can be used to forecast daily NEPSE index. 

Accordingly, a within the sample (static) forecasting has been performed to check the 

reliability of the model.  Results of the forecast show the Root Mean Squared Error 

(RMSE) and Mean Absolute Percentage Error (MAPE) are minimal. Thus it is concluded 

that the selected EGARCH model would fit best for out of the sample (dynamic) 

forecasting as well. The result of the static forecast of the NEPSE index is given below. 

Static Forecasting of NEPSE through EGARCH Model 
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IV.  FINDINGS AND CONCLUSIONS   

Based on the above empirical analysis it has been found that NEPSE index comprises all 

the components of time series such as Autoregressive (AR) component, Moving Average 

(MA) component and Seasonal component. Thus a univariate ARIMA model with 

seasonality i.e. SARIMA is found to be the best model for forecasting future value of 

daily NEPSE index based on the past behaviour of the same. In the meantime, the 

volatility of the NEPSE index, which is resulted from both positive and negative shocks, 

can be captured with the help of Exponential GARCH (EGRACH) model. Thus, 

EGARCH model found to be best suited for forecasting volatility of the NEPSE index.   

Now it is concluded that the daily NEPSE index has all Autoregressive, Cyclical (moving 

average) and Seasonal components which can be captured and forecasted with the help of 

SARIMA and EGARCH models. Similarly, AR (1), MA (1), SAR (5), SAR (10), SMA 

(7) and SMA (15) could be the best predictors for forecasting daily NEPSE index by 

univariate regression models like ARIMA and GARCH. 

The identified models would be applicable and useful for investors, stock analysts and 

policy makers in forecasting the daily NEPSE index and making policy reforms in the 

same. More specifically to the investors and analysts, this paper has given clear indication 

that the daily NEPSE index would be affected by its previous values as well as the 

random errors in the past. This means both the observed and random factors in the past 

would affect the future value NEPSE index. Another implication is that the impact of 

both observed and random factors would be repeated every five days (since Nepali stock 

market operates 5 days a week) and the process lasts up to the second week.  

The major take away of this study is that to be successful in trading of the stocks listed 

under NEPSE on daily basis all the three components; Autoregressive, Moving Average 

and Seasonal effect with the identified predictors and respective sign; have to be taken 

considered. However, price of individual company may not follow exactly the same 

process as followed by NEPSE index.  
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